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Abstract. The aim of this paper is to present a dissimilarity measure strategy
by which a new philosophy for pattern classification pertaining to dissimilarity-
based classifications (DBCs) can be efficiently implemented. In DBCs, classifiers
are not based on the feature measurements of individual patterns, but rather on a
suitable dissimilarity measure among the patterns. In image classification tasks,
such as face recognition, one of the most intractable problems is the distortion
and lack of information caused by the differences in illumination and insuffi-
cient data. To overcome the above problem, in this paper, we study a new way of
measuring the dissimilarity distance between two images of an object using a sta-
tistical similarity metric, which is measured based on intra-class statistics of data
and does not suffer from the insufficient number of the data. Our experimental re-
sults, obtained with well-known benchmark databases, demonstrate that when the
dimensionality of the dissimilarity representation has been appropriately chosen,
DBCs can be improved in terms of classification accuracies.

1 Introduction

Dissimilarity-based classifications (DBCs) [11] are a way of defining classifiers among
the classes; and the process is not based on the feature measurements of individual pat-
terns, but rather on a suitable dissimilarity measure among the individual patterns. The
characteristic of the dissimilarity approach is that it offers a different way to include
expert knowledge on the objects. The three major questions we encountered when de-
signing DBCs are summarized as follows: (1) How can prototype subsets be selected
(or created) from the training samples? (2) How can the dissimilarities between samples
be measured? (3) How can a classifier in the dissimilarity space be designed?

Several strategies have been used to explore these questions. First, various methods
have been proposed in the literature [11], [12] as a means of selecting a representation
subset of data that is both compact and capable of representing the entire data set. In
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these methods, however, it is difficult to find the optimal number of prototypes and, fur-
thermore, selecting prototype stage may potentially lose some useful information for
discrimination. To avoid these problems, Bunke and his colleagues [12] and Kim and
Gao [8] prefer not to directly select the representative prototypes from the training sam-
ples; rather, they use a dimension reduction scheme after computing the dissimilarity
matrix with the entire training samples.

With regard to the second question, investigations have focused on measuring the
appropriate dissimilarity by using various Lp norms, modified Hausdorff norms [7],
and traditional measures, such as those used in template matching and correlation-based
analysis [1], [11]. On the final question, the learning paradigms, Pekalska and Duin
[11] reported the use of many traditional decision classifiers, including the k -NN rule
and the linear/quadratic normal-density-based classifiers. Recently, in [4], they tried to
refine the dissimilarity matrix by employing a pseudo-Euclidean embedding algorithm
[3]. In addition, optimizing DBCs through combining dissimilarity matrices generated
with different measures has been investigated in the literature [9], [15].

On the other hand, when designing a specific classification system, sometimes we
suffer from the difficulty of collecting sufficient data for each object. In face recog-
nition, for example, there are many kinds of variations based on such factors as pose
(direction), expression, and illumination [1], [6]. However, as mentioned above, collect-
ing sufficient facial data is difficult. To solve this problem, Lee and Park [10] proposed a
measuring scheme to extract more robust and essential information of data distributions
in biometric problems and applied it to developing a similarity measure. The informa-
tion obtained with the scheme does not depend on the distribution of each class for each
object, but depends on all the data. From this point of view, they claimed to get a more
reliable similarity measure.

The major task of this study is to deal with how the dissimilarity measure can be
effectively computed. However, when a limited number of object samples are available
or the representational capability is insufficient to cover the possible variations of data,
it is difficult to improve the performance of DBCs in the dissimilarity space. To over-
come this limitation and thereby improve the classification performance of DBCs, in
this paper, we study a new way of enriching the representational capability of dissimi-
larity measures. In particular, this goal can be achieved by using a statistical similarity
measure based on intra-class statistics of data [10].

The main contribution of this paper is to demonstrate that the classification perfor-
mance of DBCs can be improved by employing a similarity measure based on the intra-
class statistics of all the training samples. Here, the measuring system has been used to
accommodate some useful information for discrimination and to avoid the difficulty of
collecting sufficient training data. The remainder of the paper is organized as follows:
In Section 2, after providing a brief introduction to DBCs, we present an explanation
of the statistical similarity measure and an improved DBC. In Section 3, we present
the experimental results obtained with real-life benchmark data sets. In Section 4, we
present our concluding remarks.
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2 Related Work

Dissimilarity Representation: A dissimilarity representation of a set of samples, T =
{xi}n

i=1 ∈ R
n×d, is based on pair-wise comparisons, and is expressed, for example,

as an n × m dissimilarity matrix, DT,Y [·, ·], where Y =
{
yj

}m

j=1
∈ R

m×d, a pro-
totype set, is extracted from T , and the subscripts of D represent the set of elements,
on which the dissimilarities are evaluated. Thus, each entry, DT,Y [i, j], corresponds to
the dissimilarity between the pairs of objects, 〈xi, yj〉, where xi ∈ T and yj ∈ Y .
Consequently, an object, xi, is represented as a column vector as follows:

[d(xi, y1), d(xi, y2), · · · , d(xi, ym)]T , 1 ≤ i ≤ n. (1)

Here, the dissimilarity matrix, DT,Y [·, ·], is defined as a dissimilarity space, on which
the d-dimensional object, x, given in the feature space, is represented as an m-
dimensional vector, δ(x, Y ), where if x = xi, δ(xi, Y ) is the i-th row of DT,Y [·, ·]. In
this paper, the column vector, δ(x, Y ), is simply denoted by δY (x), where the latter is
an m-dimensional vector, while x is d-dimensional.

On the basis of what we have briefly discussed, we assert that the state-of-the-art
strategy for DBCs involves the following steps:

1. Select the representation subset, Y , from the training set, T , by using one of the
selection methods described in the literature.

2. Using Eq. (1), compute the dissimilarity matrix, DT,Y [·, ·], in which each dissim-
ilarity is computed on the basis of the measures described in the literature.

3. For a testing sample, x, compute a dissimilarity column vector, δY (x), by using
the same measure used in Step 2.

4. Achieve the classification by invoking a classifier built in the dissimilarity space
and operating it on the dissimilarity vector δY (x).

Here, we can see that the performance of DBCs relies heavily on how well the dis-
similarity space, which is determined by the dissimilarity matrix, is constructed. To
improve the performance, we need to ensure that the matrix is well designed.

A Statistical Similarity Measure [10]: To define a new similarity measure based
on the statistics of data, let us represent the data as a random variable, xi =
(xi1, xi2, · · · , xid)T . The data set, T , can be decomposed into subsets, Tk, as follows:
T =

⋃c
k=1 Tk, Ti = {x1, · · · , xni}, with n =

∑c
i=1 ni, Ti ∩ Tj = φ, ∀i �= j.

First, we introduce a random variable, zi, which is defined by using a pair of data,
〈xk, xl〉, where xk, xl ∈ Ti, from the same class ωi. We then try to estimate a multi-
variate Gaussian distribution, pi(z), instead of pi(x), i = 1, · · · , c, and use it to define
the similarity measure. Let us define the random variable, zi, as follows:

zi = xk − xl, ∀xk, xl ∈ Ti, (k �= l). (2)

This is given under the assumption that the difference between each pair of samples
from the same class originates from some additive Gaussian noises [10].

To define a distance measuring system, we first construct a representation set,
S = {zi}m

i=1, from the training set, T = {xj}n
j=1, as follows: (1) For every class



On Improving DBCs Using a Statistical Similarity Measure 421

ωi, compute Si = {zi}mi

i=1 ∈ R
mi×d, mi = ni(ni − 1), using Eq. (2). (2) Return

S = S1 ∪ S2 ∪ · · · ∪ Sc ∈ R
m×d, where m =

∑c
i=1 mi, as the final representation set.

After obtaining the representation set S, we estimate intra-class statistics of the set,
such as mean values and standard deviations, as follows:

μi =
1
m

m∑

j=1

zji, (1 ≤ i ≤ d), (3)

σi =

⎛

⎝ 1
m

m∑

j=1

(zji − μi)
2

⎞

⎠

1/2

, (1 ≤ i ≤ d). (4)

Using these statistics, we define a similarity measure between two points, xi and yj , as
follows:

s(xi, yj) =
d∑

k=1

(
xik − yjk − μk

σk

)2

, ∀xi, yj ∈ T. (5)

Here, since the cardinality of S, mi, is much larger than that of each Ti, ni, the intra-
class statistics computed are more accurate and more robust against some additive Gaus-
sian noises. Consequently, the similarity measure obtained with these statistics is also
robust against the noises and works well with the insufficient data.

Optimized Dissimilarity-Based Classification: As mentioned earlier, there are a few
ways by which the classification efficiency of DBCs can be improved. To overcome the
limitation caused by the variations in illumination and the insufficient number of data,
in this paper, we used the similarity function of Eq. (5). The proposed approach, which
is referred to as an optimized DBC (ODBC), is summarized in the following:

1. Select the whole training set, T , as the representation subset Y .
2. After constructing S from T , compute the intra-class statistics, μ and σ, of S

using Eqs. (3) and (4), respectively.
3. Using Eq. (1), compute the dissimilarity matrix DT,Y [·, ·], in which each individ-

ual dissimilarity is computed using the similarity function of Eq. (5), rather than using
one of the Euclidean measures.

4. This step is the same as Step 3 in the conventional DBC.
5. This step is the same as Step 4 in the conventional DBC.
The time complexities of the above algorithm, ODBC, can be analyzed as follows:

As in the case of DBC, almost all the processing CPU-time of ODBC is consumed
in computing the dissimilarity matrices. So, the difference in magnitude between the
computational complexities of DBC and ODBC depends on the computational costs
associated with the dissimilarity matrix. More specifically, in DBC, Step 2 of computing
the n×n dissimilarity matrix requires O(dn2) time. On the other hand, the computation
of that of ODBC needs O(dn2 + cn2) time1 in executing Steps 2 and 3. Here, n, d, and
c are the numbers of total samples, dimensions, and classes, respectively.

1 For large data sets, to reduce the CPU-time of ODBC, a sample reduction technique can be
considered.
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3 Experimental Results

Experimental Data: The proposed method has been tested and compared with the
conventional ones. This was done by performing experiments on well-known face
databases, namely, AT&T [13], Yale [6], and CMU-PIE [14], and other multivariate
data sets cited from UCI Machine Learning Repository [2].

AT&T database consists of ten different images of 40 distinct objects, for a total of
400 images. The size of each image is 112 × 92 pixels, for a total dimensionality of
10304 pixels. Yale database contains 165 gray scale images of 15 individuals. The size
of each image is 178× 236 pixels, for a total dimensionality of 42008 pixels. To obtain
a different data set, a partial image, which is 64 × 78 pixels in size and contains only
facial components without background, was extracted from each of the Yale images.
This database is referred to as “Yale2” in the following sections. CMU-PIE database
involves 41368 images of 68 people. To reduce the computational complexity of this
experiment and, furthermore, to investigate the run-time characteristics of the method,
a number of subsets, such as 175 (= 25 people × 7 pictures), 350 (=25 people × 14
pictures), and 525 (=25 people × 21 pictures) images, were selected from the database
and down-sampled into 92 × 80 pixels, for a total dimensionality of 7360 pixels.

Experimental Method: In this experiment, first, data sets are randomly split into train-
ing sets and test sets in the ratio of 75 : 25. Then, the training and testing procedures are
repeated 15 times and the results obtained are averaged. To evaluate the classification
accuracies of DBCs and ODBCs, different classifiers, such as k-nearest neighbor clas-
sifiers and support vector machines [5], are employed and implemented with PRTools2,
and will be denoted as knnc and libsvm, respectively, in subsequent sections.

Experimental Results: First, the experimental results obtained with knnc and libsvm
trained in DBCs and ODBCs for the face databases, namely, AT&T, Yale (Yale2), and
CMU-PIE, were probed into. Here, we first reduced the dimensionality of the image
vectors by performing a principal component analysis (PCA). Then, we constructed
the dissimilarity matrix, D, with respect to all the training samples. Fig. 1 shows a
comparison of the error rates of knnc and libsvm trained in DBCs and ODBCs for the
four databases, where x and y axes are those of the reduced dimensions (which are
obtained with a PCA) and the estimated error rates, respectively.

The observations obtained from the figure are the followings: First, it should be
pointed out that the difference in the estimated error rates between DBCs and ODBCs
increases as the dimension of the subspaces increases. This is clearly shown in the error
rates represented with two lines marked with 
 and ×, or ◦ and +, respectively, in the
pictures. This comparison shows that the classification accuracy of ODBCs is higher
than that of DBCs when the dimensionality of the subspace is appropriately chosen
(refer to Fig. 1 (b), (c), and (d)). Next, for the experiment of CMU-PIE, the two error
rates of ODBCs, obtained with the two subsets of 175 (= 25 × 7) and 350 (= 25 × 14)
images, respectively, are almost the same, while those of DBCs are different; the error
rates of the latter subset are lower than that of the former. However, for the experiment
of AT&T, in which all of the facial images have a uniform background, the classification

2 PRTools is a Matlab toolbox for pattern recognition(refer to http://prtools.org/).
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Fig. 1. A comparison of the estimated error rates of DBCs and ODBCs: (a) top left, (b) top right,
(c) bottom left, and (d) bottom right; (a) - (d) are obtained with AT&T, Yale, Yale2, and CMU-
PIE 175 (25 people × 7 pictures) databases, respectively. Here, the error rates are evaluated with
knnc and libsvm trained in the subspaces of different dimensions. (The error rates of CMU-PIE
350(25 × 14) and 525(25 × 21) subsets are omitted here in the interest of compactness.)

accuracies have not increased with the proposed method (refer to Fig. 1 (a)). From these
considerations, the reader should observe that DBCs can be improved by employing the
statistical similarity measure and the resultant DBCs, i.e., ODBCs, do not suffer from
the insufficient number of data.

In addition, the scaling of the features by σk may work in two directions. It works
well for features that contribute to class differences by their separateness, but that have
a small variability and that thereby have a too small contribution to the dissimilarities
if there is no scaling. In case of bad features with a small variability, however, the noise
of these features is emphasized. This happens for the peaking points in Fig. 1 (a) and
(d) as the smallest eigenvectors are most emphasized.

To further investigate the advantage of using the proposed method, and, especially,
to find out which kinds of significant data set are more suitable for the scheme, we
repeated the experiment with the UCI benchmark databases. Table 1 shows a numerical
comparison of the averaged error rates and their standard deviations for the benchmark
databases. Here, the estimated error rates that increase and/or decrease more than the
sum of the standard deviations are underlined.
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Table 1. A numerical comparison of the estimated error rates for the benchmark databases. Here,
the numbers in brackets in each row represent the standard deviations. Also, the estimated error
rates that increase and/or decrease more than the sum of the standard deviations are underlined.

data parameters knnc libsvm
sets (c, d, n) DBCs ODBCs DBCs ODBCs

apect 2, 44, 80 0.3400 (0.0761) 0.3367 (0.0876) 0.1900 (0.0660) 0.2067 (0.0842)
chromo 24, 30, 1143 0.4285 (0.0215) 0.4662 (0.0254) 0.3860 (0.0341) 0.4754 (0.0244)

cmc 3, 9, 1473 0.5241 (0.0225) 0.5755 (0.0256) 0.4816 (0.0173) 0.4652 (0.0148)
dermatology 6, 34, 366 0.2418 (0.0381) 0.0681 (0.0228) 0.0520 (0.0240) 0.0476 (0.0237)

diabetes 2, 8, 768 0.2161 (0.0413) 0.0542 (0.0201) 0.0623 (0.0293) 0.0505 (0.0238)
ecoli 3, 7, 272 0.0756 (0.0279) 0.0796 (0.0274) 0.0527 (0.0202) 0.0925 (0.0556)
glass 4, 9, 214 0.3167 (0.0645) 0.3033 (0.0421) 0.2967 (0.0647) 0.3450 (0.0649)
heart 2, 13, 297 0.4396 (0.0402) 0.2360 (0.0442) 0.3270 (0.0567) 0.1793 (0.0308)

lung-cancer 3, 56, 32 0.5429 (0.1724) 0.4571 (0.1344) 0.5238 (0.1034) 0.5238 (0.1285)
malaysia 20, 8, 291 0.4757 (0.0606) 0.2531 (0.0402) 0.7141 (0.0466) 0.2802 (0.0543)

sonar 2, 60, 208 0.1961 (0.0385) 0.1882 (0.0479) 0.1725 (0.0414) 0.2575 (0.0662)
wine 3, 13, 178 0.2837 (0.0458) 0.0202 (0.0149) 0.2558 (0.0596) 0.0186 (0.0219)

We observed the same characteristics in Table 1 as in Fig. 1 (see the underlined num-
bers). This improvement can be seen by observing how the estimated error rates (%)
change. For example, for the last data set, wine, the error rates of knnc (and libsvm) de-
signed with DBC and ODBC significantly decrease from 28.37% to 2.02% (and 25.58%
to 1.86%), respectively. The same characteristics could also be observed in the under-
lined data sets. However, for the other data sets, the error rates of the both of DBCs and
ODBCs are almost the same; the increase and/or decrease of the error rates is not signif-
icant. Additionally, what can be observed in the table for the feature based data sets can
for a large deal be explained by scaling differences between the features. Malaysia and
diabetes are typically data sets with entirely different features that are not scaled properly.
The sonar data set consists of spectra. By scaling the tails of the spectra are emphasized.

4 Conclusions

In our efforts to improve the classification performance of DBCs, we used a statistical
measuring technique based on intra-class statistics of data. To achieve this improvement
of DBCs, we first computed the intra-class statistics, such as the mean and the standard
deviation, of the training data set. Using these statistics, we then constructed the dis-
similarity matrices, where the dissimilarity was measured with the similarity function.
This measuring technique has been employed to solve the problems caused by the dif-
ferences in illumination and the insufficient number of data. The proposed method was
tested on four face databases and some UCI data sets, and the results were compared
with those of a Euclidean method. Our experimental results demonstrate that the classi-
fication accuracies of DBCs were improved significantly when the dimensionality of the
dissimilarity representation has been appropriately chosen. Although we have shown
that DBCs can be improved by employing the statistical measuring scheme, many tasks
remain open. One of them is to improve the classification efficiency by combining the



On Improving DBCs Using a Statistical Similarity Measure 425

optimized DBCs in the dissimilarity space. Also, it is not yet clear that which kinds of
significant data sets are more suitable for the scheme. Therefore, the problem of theo-
retically investigating the measuring method developed for the proposed DBCs remains
to be done. Future research will address these concerns.

References

1. Adini, Y., Moses, Y., Ullman, S.: Face recognition: the problem of compensating for changes
in illumination direction. IEEE Trans. Pattern Anal. and Machine Intell. 19(7), 721–732
(1997)

2. Asuncion, A., Newman, D.J.: UCI Machine Learning Repository. University of California,
School of Information and Computer Science, Irvine, CA (2007), Can also be downloaded as
of http://www.ics.uci.edu/˜mlearn/MLRepository.html (February 2010)

3. Borg, I., Groenen, P.: Morden Mutlidimensional Scaling: Theory and Applications. Springer,
New York (1997)

4. Duin, R.P.W., Pekalska, E., Harol, A., Lee, W.-J., Bunke, H.: On Euclidean corrections
for non-Euclidean dissimilarities. In: da Vitoria Lobo, N., Kasparis, T., Roli, F., Kwok,
J.T., Georgiopoulos, M., Anagnostopoulos, G.C., Loog, M. (eds.) SS+SSPR 2008. LNCS,
vol. 5342, pp. 664–673. Springer, Heidelberg (2008)

5. Fan, R.-E., Chen, P.-H., Lin, C.-J.: Working set selection using the second order information
for training SVM. Journal of Machine Learning Research 6, 1889–1918 (2005)

6. Georghiades, A.S., Belhumeur, P.N., Kriegman, D.J.: From few to many: Illumination cone
models for face recognition under variable lighting and pose. IEEE Trans. Pattern Anal. and
Machine Intell. 23(6), 643–660 (2001)

7. Hu, Y., Wang, Z.: A similarity measure based on Hausdorff distance for human face recogni-
tion. In: Proceedings of 18th International Conference on Pattern Recognition (ICPR 2006),
Hong Kong, vol. 3, pp. 1131–1134 (2006)

8. Kim, S.-W., Gao, J.: On using dimensionality reduction schemes to optimize dissimilarity-
based classifiers. In: Ruiz-Shulcloper, J., Kropatsch, W.G. (eds.) CIARP 2008. LNCS,
vol. 5197, pp. 309–316. Springer, Heidelberg (2008)

9. Kim, S.-W., Duin, R.P.W.: On optimizing dissimilarity-based classifier using multi-level fu-
sion strategies. Journal of The Institute of Electronics Engineers of Korea 45-CI(5), 15–24
(2008) (in Korean); A preliminary version of this paper was presented at Kobti, Z., Wu, D.
(eds.): Canadian AI 2007. LNCS (LNAI), vol. 4509, pp. 110–121. Springer, Heidelberg (2007)

10. Lee, K., Park, H.: A new similarity measure based on intraclass statistics for biometric sys-
tems. ETRI Journal 25(5), 401–406 (2003)

11. Pekalska, E., Duin, R.P.W.: The Dissimilarity Representation for Pattern Recognition: Foun-
dations and Applications. World Scientific Publishing, Singapore (2005)

12. Riesen, K., Kilchherr, V., Bunke, H.: Reducing the dimensionality of vector space embed-
dings of graphs. In: Perner, P. (ed.) MLDM 2007. LNCS (LNAI), vol. 4571, pp. 563–573.
Springer, Heidelberg (2007)

13. Samaria, F., Harter, A.: Parameterisation of a stochastic model for human face identification.
In: Proceedings of 2nd IEEE Workshop on Applications of Computer Vision, Sarasota FL,
pp. 215–220 (1994)

14. Sim, T., Baker, S., Bsat, M.: The CMU pose, illumination, and expression(PIE) database
of human faces, Technical report CMU-RI-TR-01-02, Robotics Institute, Carnegie Mellon
University, Pittsburgh, PA (2001)

15. Woznica, A., Kalousis, A., Hilario, M.: Learning to combine distances for complex represen-
tations. In: Proceedings of the 24th International Conference on Machine Learning, Corvallis
OR, pp. 1031–1038 (2007)

http://www.ics.uci.edu/~mlearn/MLRepository.html

	On Improving Dissimilarity-Based Classifications Using a Statistical Similarity Measure 
	Introduction
	Related Work
	Experimental Results
	Conclusions



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037002e000d00500072006f00640075006300650073002000500044004600200062006f006f006b00200069006e006e006500720077006f0072006b002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


