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Abstract. Selective sampling, a part of the active learning method, re-
duces the cost of labeling supplementary training data by asking only
for the labels of the most informative, unlabeled examples. This addi-
tional information added to an initial, randomly chosen training set is
expected to improve the generalization performance of a learning ma-
chine. We investigate some methods for a selection of the most informa-
tive examples in the context of one-class classification problems (occ) i.e.
problems where only (or nearly only) the examples of the so-called target
class are available. We applied selective sampling algorithms to a variety
of domains, including real-world problems: mine detection and texture
segmentation. The goal of this paper is to show why the best or most
often used selective sampling methods for two- or multi-class problems
are not necessarily the best ones for the one-class classification problem.
By modifying the sampling methods, we present a way of selecting a
small subset from the unlabeled data to be presented to an expert for
labeling such that the performance of the retrained one-class classifier is
significantly improved.

1 Introduction

In many classification problems, there can be a large number of unlabeled ex-
amples available. To benefit from such examples, one usually exploits either
implicitly or explicitly the link between the marginal density P (x) over the ex-
amples of a class x and the conditional density P (y|x) representing the decision
boundary for the labels y. For example, high density regions or clusters in the
data can be expected to fall solely in one or another class. One technique to
exploit the marginal density P (x) between classes is selective sampling, which is
a part of the active learning method [12]. In this technique the performance of
classifiers is improved by adding supplementary information to a training set. In
general, there is a small set of labeled data and a large set of unlabeled data. In
addition, there exists a possibility of asking an expert (oracle) for labeling addi-
tional data. However, this should not be used excessively. The question is: how
to select an additional subset of unlabeled data such that by including it in the
training set would improve the performance of a particular classifier the most.
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These examples are called the most informative patterns. Many methods of se-
lective sampling have already been considered in two- or multi-class problems.
They select objects:

– which are close to the description boundary [3] e.g. close to a margin or
inside a margin for the support vector classifier [2],

– which have the most evenly split labels over a variation of classifiers:
• trained on multiple permutations of the labeled data [12],
• differing by the settings,
• trained on independent sets of features [8].

These sampling methods are looking for the most informative patterns in the
vicinity of a current classifier. It means they select patterns, to be labeled by an
oracle, which have a high probability of incorrect classification. The classification
performance is improved in small steps. In this paper, we will test a number of
selective sampling methods for one-class classification problems [10], [6].

In the problem of one-class classification, one class

target class

outlier class

Fig. 1. Influence of the
target and the outlier
classes on the boundary.

of objects, called the target class, has to be distin-
guished from all the other possible objects, called
outliers. The description should be constructed such
that the acceptance of objects not originating from
the target class should be minimized. The problem
of the one-class classification is harder than the stan-
dard two-class classification problem. In a two-class
classification, when examples of outliers and targets
are both available a decision boundary is supported
from both sides by examples of each of the classes;
see Fig.1. Because in case of a one-class classification
only the target class is available, only one side of the

boundary is supported. Based on the examples of one class only, it is hard to
decide how tight the boundary should fit around the target class. The absence of
outlier examples makes it also very hard to estimate the error that the classifier
would make. The error of the first kind EI , referring to the target objects that
are classified as outlier objects, can be estimated on the available data. However,
the error of the second kind EII referring to the outlier objects that are classified
as target objects, cannot be estimated without assumptions on the distribution
of the outliers. If no information on the outlier class is given we assume a uniform
distribution of the outliers.

In this paper, we will show that the standard selective sampling methods for
multi-class problems do not perform well in a one-class classification problem.
To justify this, a distance measure to the description boundary defined by the
classification confidence, will be used.

2 A formal framework

In selective sampling algorithms the challenge is to determine which unlabeled
examples will be the most informative (e.g. improve the classification perfor-
mance the most) if they were labeled and added into an existing training set.



Selective sampling methods in one-class classification problems 3

These are the examples which are presented as a query to an oracle - an expert
who can label any new data without error. We begin with a preliminary, weak
classifier that has to be first determined by a small set of labeled samples. In par-
ticular, in selective sampling algorithms, presented in section 1, the distributions
of query patterns will be dense near the final decision boundaries (where exam-
ples are informative) rather than at the region of the highest prior probability
(where patterns are typically less informative). At the beginning, the training
set consists of a few randomly selected samples. To reach the desired classifica-
tion error, we would like to add as few as possible new examples (labeled by the
expert) from the unlabeled data using a selective sampling method.

If a sampling method selects patterns close
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Fig. 2. The merged Higleyman
classes {N([1 1],[1 0; 0 0.25]; N([2
0],[0.01 0; 0 4])} as a target class
with a uniformly distributed out-
lier class.

to the boundary given by the current classi-
fier, then the probability of an incorrect clas-
sification is higher for such examples than
for examples being far from the description
boundary. This approach was proved to work
for several multi-class problems [1],[2],[3],[5].

To avoid the selection of patterns being
’really far’ from the current description bound-
ary we will assume that the class examples
in the one-class classification problem are bounded
by a box. In our experiments with the arti-
ficial data, the lengths of the bounding box
edges are set up to 5 times the feature ranges
of the initial training set. Because it is usu-
ally not possible to compute the distance be-
tween a pattern and a classifier, we propose

to base this distance measure on the preprocessed output of the classifier fc(x),
where c indicates either a target (t) or an outlier (o) class. The raw output of
the classifier fc(x) is converted to the confidence Γ cx of the classifier that the
object x belongs to one of the classes (target or outlier) in the following way:

Γ cx =
fc(x)∑
x∈c[fc(x)]

where c = target/outlier class (1)

∑
x∈c(Γ

c
x) = 1;1 0 ≤ Γ cx ≤ 1;

For objects classified as targets only the confidences Γ tx are computed, for ob-
jects classified as outliers only the confidences Γ ox are computed. There are two
interesting regions of the classification confidences:

1. a high confidence, Γ cx � 0.5; the objects are far from the decision boundary,
2. a low confidence, Γ cx � 0.5; the objects are close to the decision boundary.

1 If fc(x) > 0, then x is assigned to the class c. So, the confidences of all objects,
within a class (as classified by the actual classifier) sum to one. We realize that this
is a nonstandard way of using the ’confidence’ concept.
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Based on the confidence regions of a classifier, we can describe four selective
sampling methods that choose a set of examples (e.g. 5 from each target/outlier
class) for an oracle to label them:
ll - a low confidence for both the target and the outlier classes
lh - a low/high confidence for the target/outlier class
hl - a high/low confidence for the target/outlier class
hh - a high confidence for both the target and the outlier classes

ll lh hl hh

target class Γ tx � 0.5 Γ tx � 0.5 Γ tx � 0.5 Γ tx � 0.5

outlier class Γ ox � 0.5 Γ ox � 0.5 Γ ox � 0.5 Γ ox � 0.5

Table 1. The description of selective sampling methods

We compare these sampling techniques with the two methods that are not de-
pendent on the distance to the description boundary:
hr - a half-random method, which first classifies the unlabeled set of examples

and then selects randomly an equal number of examples from each of the
two classification sets rand(x ∈ t) and rand(x ∈ o). This method selects
objects based just on the classification labels; the classification confidences
Γ cx are not considered during the selection process.

ra - a random selective sampling method, rand(x ∈ t ∨ o). In this method the
classification labels as well as the confidences are not considered during the
selection process.

Active learning with selective sampling methods - The algorithm
1. assume that a small number of the target objects with true
labels is given constituting an initial training set
2. train a specified classifier on the training set
3. select a number of objects classified as targets and outliers
according to the chosen selective sampling method
4. ask an oracle for labels of these objects and include them in
the training set
5. repeat the steps 2-4 or STOP if e.g. the training set is larger

than a specified size

In experiments with the artificial data we used the following datasets: banana
[10], multidimensional Gaussian and the merged Higleyman classes {N([1 1],[1
0; 0 0.25]; N([2 0],[0.01 0; 0 4])} (see Fig.2). As the outlier class, we considered
objects uniformly distributed in the bounding box. The results for all these
datasets were similar. For clarity, in section 3, we present only the outcomes on
the merged Higleyman classes.

3 Experiments with the artificial data
Now we will present the results of experiments performed on the 2D Higleyman
classes, using the selective sampling methods described in section 2. A num-
ber of different classifiers is taken into account: Support Vector Data Descrip-
tion(SVDD) [11], Autoencoder Neural Network(ANN) and the Parzen classifier.
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The dataset contains 1000 target objects and 5000 outlier objects chosen in the
bounding box. At the beginning, we randomly select 6 patterns from the target
class.

target class outlier class
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Table 2. The classification error for SVDD, autoencoder (ANN) and Parzen classifier,
on merged Higleyman classes for different selective sampling methods. The results are
averaged over 20 runs. Note the scale differences.

First, in every sampling step, 5 objects currently classified as targets and 5 ob-
jects currently classified as outliers are chosen according to the selective sampling
method. Next, the true objects’ labels are retrieved and the classifier is retrained.
The error of the first kind EI [10] for all the classifiers is set to 0.1 on the training
set. In Table 2 the averaged results over 20 runs are presented. To see how well
a classifier fits the data both errors EI and EII should be considered.
Support vector data description (SVDD)
In this experiment, the SVDD [11] with kernel whitening [9] is used. From Table
2, it can be seen that:



6 Piotr Juszczak, Robert P.W. Duin

– the ll and hl methods are the slowest ones; they require to label more samples
than the other methods to reach the same classification error.

– the lh method is the fastest one; it requires to label less samples than the
other methods. This method allows to evolve the classifier fast by asking
for the true labels of highly confident patterns, classified as outliers and
supports the description boundary by patterns of a low confidence classified
as targets; see Fig.1.

– the hh method also allows to evolve the classifier fast by asking for the
true labels of highly confident patterns classified as outliers, but the descrip-
tion boundary is not supported by patterns classified as targets close to the
boundary. In consequence, the boundary is collapsing around the training
size of 150 in Table 2.

Autoencoder neural network (ANN)
We train two autoencoder neural networks: one for the target class and one for
the outlier class. For this classifier, both the lh and hh methods perform equally
well, since they allow for the fast classification improvement by finding the true
labels of the patterns classified as outliers with high confidences. Because the
low confidence region Γ tx � 0.5, and the high confidence region Γ tx � 0.5 for
the target class are relatively close to each other compared to the low confidence
region Γ ox � 0.5 and the high confidence region Γ ox � 0.5 for the outlier class,
almost no difference between performance of the lh and hh methods can be
observed.
Density based and distance based classifiers
For density estimation classifiers based on: Parzen, gaussian distribution, mix-
ture of gaussians or for other types like the nearest neighbor classifier, all selective
sampling methods based on distances to a description boundary do not perform
well; see Table 2. They spoil the density estimation. For this type of classifiers
the best sampling algorithm is the random method ra, because it uniformly
samples the classes over the entire distribution.

4 Experiments with the real-world data

Texture data
This image data contains five different type of textures, where one of them
was chosen as the target class and all others become the outlier class. The 7-
dimensional data set contains the following features: the outputs of Gabor and
Gauss filters and the second derivative estimates. It contains 13231 target ex-
amples and 52305 outlier examples.
Mine data
Mines are hidden in a test bench of different soils: sand, clay, peat and ferrugi-
nous. Features are infra-red images taken at different day time (12-dimensional
feature space). Only the approximated positions of the mines are known (some
mine pixel labels are incorrect). Because the collection of soil samples is easier
and safer than the collection of mine samples and some of the mine labels are
incorrect, soil was taken as the target class and mines as the outlier class. The
data contains 3456 examples of the target class and 23424 examples of outlier
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class. We built a classifier for each type of soil separately. We did not consider
mixtures of soils.
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Fig. 3. The classification error on the target class for the SVDD with kernel whitening,
trained on the texture data (left) and the mine data with the sand type of soil (right),
for different selective sampling methods. The results are averaged over 10 runs.

In this experiment the SVDD [11] with kernel whitening [9] was used. For each
dataset, at the beginning, the training sets contain 40 randomly chosen target
objects. In each iteration step, 5 objects currently classified as targets and 5
objects currently classified as outliers are added to the training set with their
true labels. The classification errors for the selective sampling methods, described
in section 2, are shown in Fig.3.

The results for the hl and ll methods are very bad, because the initial training
set might have been too small. The hl and ll selective sampling methods select
mainly those target objects that are close to the actual description boundary.
As a result, it can only grow slowly.

5 Conclusions and open questions

We have described several methods in which unlabeled data can be used to aug-
ment labeled data based on the confidence of classifiers. Many selective sampling
methods try to improve the performance of a classifier by adding supplementary
patterns from the vicinity of the classifier. These patterns have a high prob-
ability to be wrongly classified. Including them in the training set, with their
true labels, will improve the classification performance slightly. One-class classi-
fication differs from the standard, half-spaces, two-class problem because of the
assumption that the domain of one of the classes, the target class, is limited to
a certain area. If in this problem only a small, labeled, target set is available,
with the size e.g. twice the data dimensionality and we would like to improve the
performance of a classifier by asking an expert for labels of the supplementary
data, then the selection of patterns close to the description boundary will build
a more dense distribution of the target class.
The choice of a selective sampling method depends on the classifier considered.
For some classifiers, like the SVDD or the ANN, selective sampling methods
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based on the distance to the decision boundary will perform well. Patterns close
to the decision boundary influence them the most. For classifiers based on density
estimation, like the Parzen classifier, selective sampling methods based on the
distance to the decision boundary could spoil the estimation of the density. It
could happen that adding more samples to the training set will, in fact, increase
the classification error.
In problems where only a small target set is available and the task is to select
a small unlabeled set to be labeled by an expert, for reaching the desired clas-
sification error, it is worth to base the selection procedure on the confidence of
the classifier. Our experiments showed that by selecting objects far from the
description boundary it is possible to lower the number of necessary objects to
be labeled by the expert. If the classes are not overlapping it is possible to im-
prove further the classifier by changing the selective sampling method to one
that chooses the most informative patterns close to the decision boundary.
The performance of the methods, based on the confidence of the classifier, pre-
sented in this paper depends on the size of the bounding box. The size of the
box has the strongest influence on the random method ra. For very large size
the best performance in such problems will be given by the ll selective method.
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