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1. Introduction

Is statistical pattern recognition a collection of
topics and techniques borrowed from other fields?
Or has it an identity of its own, generating specific
research questions, producing its own theoretical
framework? This question arises occasionally be-
tween participants of the workshops and confer-
ences focusing on the statistically oriented
procedures and applications in pattern recognition.

Although many pattern recognition scientists
seem pretty sure about the cultural identity of their
research field, the authors think that the recent
developments of closely related disciplines (e.g.,
machine learning and neural networks) and the
increasing number of research issues that pattern
recognition shares with such disciplines makes the
answer to the above question more difficult than in
past times.

Therefore, this paper aims to stimulate discus-
sion in the pattern recognition community on the
structural differences between statistical pattern
recognition and closely related disciplines in order

to clarify the present cultural identity and the core
research issues.

According to computer science encyclopaedia
and some famous textbooks, pattern recognition
(PR) can be defined as the discipline that studies
theories and methods for designing machines that
are able to recognise patterns in noisy data (Srihari
and Govindaraju, 1993; Duda et al., 2001; Fuku-
naga, 1990; Devijver and Kittler, 1982). Although
this is only one of the possible definitions for PR, it
points out well the ‘‘engineering’’ nature of this
scientific discipline, because it says that the final
goal of PR is the design of ‘‘machines’’. In this
engineering perspective on PR, it is quite obvious
that PR theory has multi-disciplinary roots, be-
cause engineering disciplines aim to bridge the gap
between real-world applications and the so-called
pure disciplines (mathematics, statistics, physics,
etc.). It is worth noting that this multi-disciplinary
character of the theoretical foundations of PR was
already evident in the seminal book by Watanabe
(1985). Watanabe pointed out that pattern recog-
nition can be regarded as a statistical decision-
making task, as a structure analysis problem, as an
induction process, as a perception task, etc.,
thereby acknowledging the multiple cultural roots
of PR. With regard to the strong relations between
PR and artificial intelligence, Tveter recently sta-
ted that many artificial intelligence methods can be
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regarded as different ways of doing PR (Tveter,
1998).

At present, the multi-disciplinary roots of pat-
tern recognition theory and the influence of other
research communities on the PR field are evident.
As examples, we note that:
• Statistical decision and estimation theories com-
monly used in PR have been almost entirely de-
veloped by the statistics community.

• The machine learning community has developed
pattern classifiers, such as multi-layer percep-
trons and decision trees, that are widely used
for pattern recognition now.

• Methods of syntactic and structural pattern rec-
ognition exploit theories and concepts originat-
ing from the disciplines of formal languages
and graph theory.

• Methods for knowledge representation and
symbolic processing used in pattern recognition
systems are based on theories previously devel-
oped in the artificial intelligence field.
In addition, with reference to statistical pattern

recognition, one can note that many of the newer
and promising theoretical developments have been
proposed outside the PR community (e.g., support
vector machines, graphical models, bagging and
boosting of multiple classifiers).

These observations raise the question towards
the core research issue for PR. Is it about applying
in practice techniques that are developed else-
where, or are there problems unique to PR that
need to be solved at a theoretical level as well? The
main goal of this paper is to stimulate discussion in
the PR community on the point of the identity of
their research field. In particular, we would like
such a discussion to provide some answers to the
following question:

What are the theoretical research issues that
should constitute the ‘‘core business’’ of the
PR community because they are fundamental
to PR and are not (or only partially) addressed
by other communities?

In the following, we open the discussion from the
viewpoint of statistical pattern recognition. As our
goal is to stimulate the discussion within the PR
community a clear or final answer is out of the

scope of this paper. In addition, it should be noted
that the discussion from the viewpoints of other
main PR approaches (i.e., syntactic, structural,
symbolic/knowledge-based, and neural approach-
es) remains to be addressed by others within the
PR community.

2. Statistical pattern recognition as a complex

information processing task

Traditionally, the discipline of statistical pat-
tern recognition (SPR) studies how we can gener-
alise from a set of examples of objects
(‘‘observations’’) to some classifier or description.
It thereby includes stages like sensing, data pre-
processing (e.g., image filtering and segmentation),
feature extraction, and classification (Fig. 1).
Sometimes the sensors are determined by the ap-
plication and the initial feature vector representa-
tion is defined by an expert. In such simple cases,
the SPR process starts with the classification task

Fig. 1. Traditional description of the pattern recognition

system.
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and may be considered a direct application of
machine learning or statistics methods.

In other words, we are saying that SPR can be
considered as a direct application of supervised
learning or statistics when the feature-vector-based
‘‘modelling’’ of the pattern recognition task is
simple and appropriate, and classification methods
provided by such disciplines can be directly ap-
plied to solve the problem at hand.

On the other hand, it is well known that the
particular difficulties in the design of an SPR sys-
tem concerns exactly this modelling of the pattern
recognition problem and the effective application
of available classification tools. Therefore, if we
want to study the cultural identity of SPR, all steps
between the real world objects and how they are
initially represented in a feature space should
definitely be taken into account. In the following,
we will clarify our opinion about the importance
of the modelling stage in the SPR process.

For the sake of our discussion, it should be also
noted that real SPR systems often need feedback
from higher processing levels to lower ones. As
an example, the well-known ‘‘chicken-and-egg’’
problem related to image segmentation and pat-
tern classification can require feedback between
these two processing levels. In addition to such
feedback among processing levels, the complexity
of real-world applications requires that very par-
ticular issues be addressed within each level. As
examples, we cite the following specific issues that
a researcher constructing SPR systems must ad-
dress:
• design of sensors and sensing modalities tailored
to application requirements;

• choice of (invariant) features and feature selec-
tion;

• classifier training using small and unbalanced
data sets;

• the need for error reject options, taking into
account the application requirements;

• exploitation of prior knowledge (e.g., applica-
tion knowledge and design expertise);

• development of control mechanisms for han-
dling feedback among processing levels;

• systematic criteria and guidelines for choosing
the classification tool most appropriate for the
application at hand.

It should be quite evident that SPR deals with
complex information-processing tasks involving
various processing levels, feedback among levels,
and specific issues. How to characterize, however,
the SPR discipline short and clearly?

It is common among scientists to distinguish
scientific disciplines from each other by their top-
ics, and, depending on these topics, by their
methods (Poser, 1998). It seems to the authors that
the disciplines of artificial intelligence, machine
learning, neural networks, and statistics develop
theories and methods useful for some of the above
processing levels (e.g., for the pattern classification
level) and for some of the issues specific to SPR.
However, they do not (or only partially) address
many issues that are fundamental to SPR, like the
way objects may be represented. In addition, due
to the different goals of such disciplines, they do
not address the engineering questions related to
the construction of an SPR system, i.e., the system
and application issues. Therefore, one could say
that SPR and closely related disciplines share
some, but not all, research issues and develop
some similar methods.

What, then, is the core issue that SPR research
should address? In our opinion, it should try to
answer the questions of how to relate and/or to
modify theories and methods developed in other
disciplines, taking into account the requirements
of real world applications.

According to the above-mentioned engineering
perspective, SPR discipline should focus on the
issues related to the modelling of real PR tasks and
on all those issues that limit the effective applica-
tion of methods developed by other disciplines
(e.g., the limits of support vector machines related
to multi-class tasks and its possibility to handle
rejects). SPR scientists should formulate/model
carefully the PR task at hand. Then, they should
be able to evaluate the effectiveness or the limits of
the tools developed by other disciplines. Adapta-
tions or substantial modifications can be requested
for applying effectively the selected tool. Accord-
ing to the engineering paradigm, new tools should
be invented when adaptation is clearly not effec-
tive. Finally, SPR scientists should devote sub-
stantial efforts to the development of methods
for the effective use of available PR tools (e.g.,
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methods for effective training of classification al-
gorithms).

This calls upon questions in (at least) three
stages of the SPR process: representation, adap-
tation and generalisation (Fig. 2). As an exam-
ple, consider the application of a tool like
discriminant analysis to some object recognition
problem:
• Representation: how to represent an object by
numbers (e.g., using a CCD camera to create a
pixel representation, but perhaps also finding a
contour description to represent the shape).

• Adaptation: how to change the representation
such that it is suitable for the desired tool
(e.g., the determination of a small set of fea-
tures).

• Generalization: Training and evaluation (e.g., of
a discriminant for solving the recognition prob-
lem at hand).

This more general description of the pattern rec-
ognition system leaves room for solutions that do
not include segmentation (but, for instance, clas-
sify an image as a whole) or are not feature based,
but use other representations like shapes, dissimi-
larities, etc. Fig. 2 distinguishes the pattern rec-
ognition area clearly from artificial intelligence
where the step of representation is integrated with
reasoning.

We like to stress that the primary question, how
to represent physical objects, is included in the
responsibility of designing a PR system. The PR
expert should take care of the physical world and
should not start in some ‘‘abstract’’ feature space.
As pointed out in the Introduction of the book by
Duda et al. (2001), the use of the ‘‘abstract’’ fea-
ture space representation allows the development
of elegant and domain-independent theories and
methods. However, the SPR system designer
should carefully avoid the risk of using abstract
representations that do not model the character-
istics of real PR tasks. A careful trade-off between
domain-independence and modelling of physical
world should be pursued.

In the following, we briefly discuss these three
general problems and the above-mentioned system
and application problems. In Section 3, we will list
specific issues related to these general problems.

2.1. Representation

In a practical application, we have real world
objects. In order to use tools developed within
other disciplines, they have to be represented in an
appropriate way, e.g., in a feature space. Other
representations, however, are possible as well, such
as contours or distances to a representation set.
Domain knowledge should be used here. For ex-
ample, the representation should be insensitive to
invariants. An early attempt to study other types
of representations was made by Gelsema et al.
when he introduced correspondence analysis in the
field of pattern recognition (Queiros et al., 1983;
Gelsema et al., 1982).

The search for an adequate representation re-
quires knowledge of the application as well as of
the set of tools one likes to use. Moreover, an
optimization of the representation over a set of
examples and for a given tool-set may be included
in the SPR task. As far as these tools are learning
from examples, they belong to the domain of sta-
tistical pattern recognition. Some examples of the
optimization of a representation are feature selec-
tion, feature extraction or prototype selection
based on very general criteria like the mutual in-
formation or the 1-NN performance. Such a cri-
terion may make use of solution tools to be

Fig. 2. A more general description of the pattern recognition

system.
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investigated further in the recognition process. At
this stage, however, they are not optimized and
even the use of other ones (e.g., a neural network)
may be decided later.

2.2. Adaptation

The representation is often not directly suited
for the tools that are desired. For tools that have
to be trained, the most common mismatch is be-
tween the size of the set of examples and the
complexity of the representation and/or the pro-
cedure. There are various ways to adapt these:
simplifying the representation (e.g., feature re-
duction), simplifying the tool (e.g., less neurons in
a neural network), artificially generating new ob-
servations, etc. In order to do this properly
knowledge on the representation as well as on the
tools is necessary. Another example of adaptation
is (nonlinear) rescaling of features such that a
classification tool can be used that makes certain
assumptions on the distribution of the data. In this
case this adaptation should really be focused on
the solution tools that are finally used. It is the
challenge for the PR analyst to become familiar
with both worlds, the application area as it is
primarily represented and the possible tool-sets.
She/he has to select a generalisation tool and adapt
the representation to its properties such that the
performance is optimized.

2.3. Generalization

Finally, the tool itself has to be applied, e.g., a
classifier has to be trained. This has to be followed
by an evaluation from which previous steps can be
judged, or by which a comparison between differ-
ent tools can be made. For this, knowledge on the
tools as well as on evaluation procedures is nec-
essary. Often, tools may be used which have been
developed within other domains, like statistics or
machine learning. Classifiers like decision trees
and neural networks, and many density estimators
used in the Bayes decision rule are (almost) en-
tirely developed outside the PR area. The nearest
neighbour rule, on the contrary and many of its
derivatives have received much attention within
this area, as they can often directly be used on the

representation, without much need for adaptation.
Research on classifiers is primarily of interest for
the PR analyst if she/he needs them to be more
robust for his application, or if she/he likes to
evaluate them over a class of problems. An
emerging and very interesting evaluation issue is
the so-called ‘‘meta analysis’’ of classification al-
gorithms that aims to define systematic criteria for
choosing the best classifier with respect to the task
at hand (Sohn, 1999; Ho, 2000).

2.4. System design

The total system belongs definitely to the area
of interest for researchers in the pattern recogni-
tion field. This includes primarily procedures to
test its performance, also when the test set has to
be partially used for the optimization. Further,
computational aspects may be important: speed,
memory demands, possibilities for user interac-
tion, the integration of sensors and a reduction in
their number, etc. Generally speaking, methods for
obtaining a satisfactory trade-off between recog-
nition accuracy and required computational re-
sources should be investigated. Another system
issue of great interest is the development of effec-
tive control mechanisms for handling feedback
among processing layers.

2.5. Application issues

Many of the pattern recognition applications
are related to 2-dimensional (or even multi-
dimensional) signals like images. Due to historical
reasons, less studied in the PR field are 1-dimen-
sional problems like speech and time-signal pro-
cessing. The entire PR area is closely related to
sensors and to real world objects. Thereby the
study of various sensor types and measurement
procedures may be important. Consequently, it
has to deal with problems like sensor noise, out-
liers, missing data and object variability. More-
over, in many applications user interaction is
allowed or demanded. It may be important to be
able to explain the outcome of the total system in
terms of the problem.

The use of statistics is generated by the desire to
learn from examples. The traditional demand is
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that the set of examples should be representative
for the objects to be recognised. In many appli-
cations this is not really possible. As a conse-
quence, one should correct for the probability, or
even for the existence, of objects. Finally, the ever-
returning question in statistical pattern recognition
is how existing model knowledge (prior knowl-
edge) can be combined with statistical procedures
that gain new knowledge. The logical extreme re-
lated to this issue is the so-called ‘‘analysis by
synthesis’’, that is, the creation of a model of how
each pattern is generated.

3. Core research issues for statistical pattern

recognition: an open list

This list is meant to fill in the issues discussed in
the previous section and give examples of practical
problems:

Representation: how can objects be represented
(features, point sets, characteristic curves, simi-
larities), how can spatial or temporal information
be used, choice of (invariant) features and feature
selection, how should missing data be handled
(parts of objects, missing features).

Adaptation: feature reduction, artificial data
generation (e.g., by noise injection), semi-para-
metric and adaptive PR tools, practical trade-offs
between representation complexity and classifier
complexity.

Generalization: classifier training using very
small and unbalanced data sets with ambiguous,
missing, or wrong training data, need of error re-
ject options taking into account the application
requirements, systematic criteria and guidelines for
choosing the classification tool most appropriate
for the application at hand, combining multiple
classifiers and constructing hybrid classification
systems.

System design: development of control mecha-
nisms for handling feedback among processing
levels, special purpose hardware and software
(e.g., special purpose parallel architectures and
visual languages), trade-off between recognition
accuracy and computational resources, investi-
gating how the PR system scales as a function of
the number of features, number of patterns, etc.

Application issues: design of sensors and sensing
modalities tailored to application requirements,
analysis by synthesis, exploitation of prior
knowledge (e.g., application knowledge and design
expertise), modelling the pattern generation pro-
cesses.

4. Outlook

In this paper, we pointed out that statistical
pattern recognition involves a number of issues
that are not (or only partially) addressed by other
research communities. Therefore, we think that the
role the SPR community should play is not merely
the evaluation of the theories developed by other
communities, in the context of real-world appli-
cations. Pattern recognition, as an engineering
discipline, should mainly study theories and
methods that bridge the gap between real-world
applications and the pure disciplines. Some specific
conferences and workshops in this area are in fact
dedicated to this point, e.g., see Gelsema and
Veenland (1999).

It is worth noting that Theo Pavlidis, in his
King-Sun Fu lecture during ICPR 2000, recom-
mended PR researchers to use the engineering
paradigm in their work, because their final goal is
the design and construction of PR machines. It is
also worth noting that this engineering perspective
on PR also has an epistemological explanation,
because PR theories are much more aimed at
solving real-world problems than explaining laws
of physical world (Serra, 2000). This engineering
perspective on PR should not worry PR re-
searchers that correctly regard themselves as sci-
entists, as engineering can be considered a science
and pure science perspectives on PR are possible
as well (Poser, 1998; Duin, 2001).

This brings us to our final observation. Each
individual science tries to generalise from obser-
vations to theories and laws. This is how our
knowledge grows from direct observable facts.
Epistemology studies describe how knowledge
may grow in general from a philosophical point,
independent of a specific scientific field. Is it
possible to state that PR develops the set of
tools to do this practically, from observation to
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generalisation, in an automatic way by using
computers? As a consequence, the core research
business of PR may be related to describing the
general principles underlying the engineering tools
between object, observation and generalisation.
Among the disciplines related with learning, PR is
the one with the strongest connection with the
physical world. We think thereby that in PR the
emphasis of research may shift from pure gener-
alisation issues (how to learn from a given repre-
sentation) to developing suitable representations
and adaptations/modifications to methods devel-
oped in areas like statistics and machine learning.
New theories and methods should be developed by
SPR scientists on the basis of a clear analysis of
limits of existing work with respect to require-
ments of real applications.
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