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What is Pattern Recognition?

Other representations and generalisations?
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What is Generalisation?

Generalisation is the ability to make statements
on unknown properties of new objects (e.g.
their class) on the basis of a set of examples.
This can be done on the basis of:
- (dis)similarities

n - probabilities

D - domains, decision functions
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Demands for a Representation

The representation should enable generalisation:

Computation of:

dissimilarities, probabilities, domains, decision functions

Measure objects = numbers

Compactness needed
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The Compactness Hypothesis

Representations of real world similar objects are close.

There is no ground for any generalisation (induction) on representations
that do not obey this demand.

(A.G. Arkedev and E.M. Braverman, Computers and Pattern Recognition, 1966.)

The compactness hypothesis is not
o °© 5 sufficient for perfect classification,
o o 80 e asdissimilar objects may be close!
X2 o o —» class overlap
(area) 5 00 e o —» probabilities
o (ONO)
° O ° O

(perimeter) X ————»
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True Representations

> > @ N

Similar object should be close and dissimilar objects should be distant

— » domains
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Representation Principles

i train
Absolute, by features of objects ~ area fiature space
distributions, connectivity neglected D » %
|\ A\ 4
s L | o °°
N perimeter
test
Relative, by dissimilarities between objects .
N d, dissimilarity
distributions or domains, connectivity possibly included da| o ipace
° L
o dy dq
Conceptual, by dissimilarities between objects and classes
domains, structural, connectivity included class A class B
» | N
N LY
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Examples of Relative Representation

Distance between objects
In terms of measurements, in terms of models
Distance between an object and a set of objects
Distance between an object and a class
Distance between an object and a classifier

Related to combining classifiers
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Dissimilarity Representation

Define dissimilarity measure dj; between raw data of objects i and |

d11d12(113(:114(:115(:116(:117

A

d31d32d33d34d35d36d37

\ B d21d22d23dZ4dZSdZGdZ7
ar

Dy = | dyy0p0430440,5046947
Given labeled training set T oI N G i

X de1962963064 06506067
‘ 071075073074 075076077

Unlabeled object x to be classified d, = (dy dy d3 dyds dg d-)

The traditional Nearest Neighbour rule (template matching) just finds:

trainset 9
without using D+. Can we do any better?

label(argmin
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Dissimilarity - Assumptions

1. Positivity: dij 20
2. Reflexivity: d;j =0

3. Definiteness: d;j = 0 objects 1 and j are identical

Metric

4. Symmetry: dij = djj

5. Triangle inequality: dj; < dj, + dy;

6. Compactness: If the objects I and J are very similar then dj; < &

7. True representation: If dj; < dthen the objects 1 and j are very similar.

8. Continuity of d
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Dissimilarity Spaces - Examples

Pre-Topological Shied
Topological Mahalanobis definjteriess
Lp,p<l1 _ _ _
weighted edit-distance t”‘Mwa“W
L1
L2, RMSE

Compactness always needed
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Why Dissimilarity Spaces?

Many (exotic) dissimilarity measures are used in pattern recognition
- they may solve the connectivity problem (e.g. pixel based features)
- they may offer a way to integrate structural and statistical approaches

e.g. by graph distances.

Prospect of zero-error classifiers by avoiding class overlap

Better rules than the nearest neighbour classifier appear possible

(more accurate, faster)
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Problems with the Pixel Feature Representation -1

Spatial connectivity is lost

X1 X2 X3

Dependent (connected) measurements are represented independently,
The dependency has to be refound from the data
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Problems with the Pixel Feature Representation -2

Spatial connectivity is lost
Feature space

Training set %

Reshuffle /

Pixels

Reshuffling pixels will not change the classification

Test object
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Problems with the Pixel Feature Representation - 3

Representation jumps after small disturbances

° Feature Space °
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Problems with the Pixel Feature Representation - 4

Interpolation does not yield valid objects

O O @

Image 1 Image 2 Image_3

Image 1 image 3

Feature Space

class subspace
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The Prospect of Dissimilarity based Representations: Zero Error

et us assume that we deal with true representations:

d,, <0 if and only if the objects a and b are very similar.

If O is sufficiently small than a and b belong to the same class, as

b Is just a minor distortion of a (Assuming true representations).

However, as Prob(b) > 0, there will be such an object for

sufficiently large training sets — zero classification error possible!
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Zero-Error Classification

20

Dissimilarity Representations
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Approaches

A ﬁ‘ B
ar
Given labeled training set T

QX

Unlabeled object x to be classified dy =

d11d12d13d14d15d16d17
d21d22d23d24d25d26d27
d31d32d33d34d35d36d37
d41d42d43d44d45d46d47
d51d52d53d54d55d56d57
d61d62d63d64d65d66d67

d71 072073074 075d76d77

(dy dp d3 dy ds dg dy)

1. Nearest neighbour : find min(d,)
2. Dissimilarity representation: use d, as a feature vector.
3. Embedding: find a feature space for which D+ is correct
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Approach 1: Nearest Neighbour Rule

dy = (dp dy d3 dg ds dg d7)

:\"QB class(x) = label (argmin(d;) )

A

Given labeled training set T i i
IVen labeled training se - Computationally expensive

Q X - Locally sensitive

Unlabeled object x to be classified - Consistent: if size(T) --> oo then error --> 0
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Approach 2: Dissimilarity Representation

features

-

d13d5p013014015016d47
U107038540250 26027
U35 037033034 035036037
Dy = | dy30,50430440,5046047
U5 057053054 055056d57

d61d62d63d64d65d66d67

d71d72d73d74d75d76d77

Consider dissimilarities as ’features’

= n objects given by n features = overtrained
o
% = select "features’, i.e. representation objects, by
74 ..
- regularisation
\/

- systematic selection

- random selection

29/8/03

Dissimilarity Representations 24



Approach 2: Dissimilarity Representation

Dissimilarities A \‘ B

Given labeled training set T Q"

. n 3
dq;dy5dy3014015d16d,7
djpd;5d530540,500605; r3(dz)

Unlabeled object x to be classified “ X

U31039 033034 035036037
Dy = | dgylgpds3849045046047

d51d52dS3d54dSSdSGd57 ~

dg1dgpd63064065d66067 QO - .

071 07507307,075076077 AN
dy = (dp dp d3 dgqds dg d7) e r1(d,)
r>(dy)

Classification in a 3D dissimilarity space

Selection of 3 objects for representatibn
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Example Dissimilarity Representation: NIST Digits 3 and 8

33333333333333333333
33333333333333332333
337333323333%33333%39
235337373 33332332323323
32333333%33333333%337%
R8P0 BBBPLE8899F938FS
098886888H88LE8888888
8858888888588 389885 4
F 5855887888888 98895 8
CRBRBBBARISFI657955KS

Examples of the raw data
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Nearest Neighbour Errors

AIF3I33 L8R8V B5885 8555 /RFB3FEEERLEFGZD
3373353333333 35753333535333353833235575373
VEIBBFSKTBB?2B8LFESETH5KEBABZBLEIRVBLBED

All digits *3” and ’8” with an incorrect nearest neighbour.
Distance measure: Hamming distance in 32 x 32 resized images
Row 1: the incorrectly classified objects

Row 2: the nearest neighbour in class ’3’

Row 3: the nearest neighbour in class ’8’
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Example of Dissimilarity Dissimilarity Space

NIST digits: Hamming distances of 2 x 200 digits

*
+ +
A * * N +
+ o4 +
* * Jj[
+t *
+ + tL ot ¥ ++ *
T H + *x * *
+ ++ + + *
+ + F +5x ¥ *
++ + * *
+ +++++F ﬁﬂ» +<F‘3K ¥ * ok
+ *
Tt oy ¢+TH>+++ + *oxx
&+ oy s +
+ i+ + %
+ 7 F e *
+ + ;QL *®+ + % *
+ + 4 + *
++ 4 +5 * * % *
++ Ty x T *
+t T+ * b S # *
300 PRI AR TN
+ + ot E # ok g 5 ke *
+ ++ + o +x T * * K *
+ + S * ++**f****i «
+f * ¥ 5 Fx * %
Lt * ok By kX Fy
o4 * o
* ok # * *
* * gk
. *+>se§ *&* *¥ g
* * ¥ L X x
* * R *
* x 2 * ¥
*
* *x
" *
% *
*
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Dissimilarity Space based Classification < Nearest Neighbour Rule

Classification error

Modified—Hausodorff dist. on contour digit

O
N
N

o
|
o

O
[EEN
D

;selection

* Nearest neighbour results

\Fisher LD

20| Size of the representation set

0.1
0

20

40

60 80 100

TRAINING size per class

Dissimilarity based Classification outperforms Nearest neighbour Rule
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Dissimilarity Space based Classification < Nearest Neighbour Rule

Euclidean dist. on pixel-based digit

0.19 _
*\ — * Nearest neighbour results
9
h016 ................. s
@)
i Fisher LD
20.13 AN
9
g
= 0.1 20| Size of the representation set
3 CNN 225 RS _
Op.07} selection . "~ TZS — ]
. . . 90 =
0.04 i i i i
0 20 40 60 80 100

TRAINING size per class
Dissimilarity based Classification outperforms Nearest Neighbour Rule
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Approach 3: Embedding the Dissimilarity Representation

A\QB

:'g —» Dissimilarity matrix D —— X?

Training set

Is there a feature space X for which Dist(X,X) = D?

X2 Rk

e ° Euclidean distances —» D
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Euclidean Embedding: Multidimensional Scaling (MDS)

T T T T T T T
-".,__ Alemhcim 200 MILFORD ]
*
TE ANAU
100 * _
QUEENSTOWN
INVERCARGILL *
*
or ALEXANDRA B
Chri=retry ch *
BALCLUTHA
*
FRANZ JOSEF
*
—100} DUNEEIN |
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*
i . ]
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Milferd Wm .IHI_".:.NE:Gndrﬂ | ¢
-300 -
a 18] [ala] _400 - BLENHEIM NELSON .
. * *
IMvarcnrqgili eriles L | I 1 | | |
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(Linear) Euclidean Embedding

i off :

Q — Dissimilarity matrix D 13 J > o]

' ‘d}‘.‘ﬁkj/'
k

Training set

If the dissimilarity matrix cannot be explained from a vector space,

e.g. Hausdorff and Hamming distance.

or If sometimes d;; > dj, + dy; : triangulation inequality not satisfied.

embedding in Euclidean space not possible — Pseudo-Euclidean embedding
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Pseudo-Euclidean Embedding

D iIs a given, imperfect dissimilarity matrix of training objects.

Construct inner-product matrix: B = —%JD(Z)J, J=1-211"
Eigenvalue Decomposition B = Q/\QT,

Select k eigenvectors: X = Qk/\é (problem: A, < 0)

Let M be a k x k diag. matrix, My (1,1) = sign(A(1,1)) x = Qk|/\k|%Mk

A (1,1) <0 — Pseudo-Euclidean
Let D, be the dissimilarity matrix between new objects and the training set.

The inner-product matrix: B, = —%(Dgz)J —~ %11TD(2)J)

The embedded objects: Z = BZQk|/\k|§I\/Ik
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Distances in a Pseudo-Euclidean Space

(AB)—d (AB)—d (A,B)

Rp+q
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Dissimilarity Based Classification

Training set

X
Test object Q

1. Nearest neighbour rule

A \‘ B
Q"

— Dissimilarity matrix D

— Dissimilarities Cl,, with training set

2. Reduce training set to representation set

3. Embedding: Select large A;; >0
Select large || > 0

— dissimilarity space
— Euclidean space discriminant function
— pseudo-Euclidean space
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Example 1: Zongker Data

Examples of deformed templates

|

(b) {c) (d)

Matching new objects x to various templates y
class(x) = class(argmi ny(D(x, ¥)))

A.K. Jain, D. Zongker, Representation and recognition of handwritten digit using deformable templates,
IEEE-PAMI, vol. 19, no. 12, 1997, 1386-1391.
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3 Approaches Compared for the Zongker Data

Digit data
0.2 ‘
—— RLDC; Rep. Set
—— LP; Rep. Set
* —— RLDC; Embed.
o -~ 1-NN
NN --- 3-NN
AN
N
\'\\’\
. Nearest neighbour Rule
N\

-

~_— - - =

Averaged generalization error

Dissimilarity Space

0 500 1000 1500
Size of the representation set R

Dissimilarity Space better than Embedding better than Nearest Neighbour Rule
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Example 2: Polygons

e Vs V] A0 O N D

s < O (32> 200
Minimum edge length: 0.1 of maximum edge length
Zero error

Distance measures: Hausdorff D = max{ maxj(min;(d;;)) , max;(min;(d;;)) }.

Modified Hausdorff D = max{mean;(min;(d;;)) , mean;(min;(d;;)) }. (no metric!)
d;j = distance between vertex i of polygon_1 and vertex j of polygon_2.
Polygons are scaled and centered.

| find the largest from the smallest vertex distance
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Dissimilarity Based Classification of Polygons

Polygon data

0.2 ‘
" —— RLDC; Rep. Set
o -:‘ —— LP; Rep. Set i
\ — LDC; Embed.

o) i |
S
50.14f 7
c
S
T 0.12¢ 7
N
[
o 0.1+ 7
(O]
(@)
©0.08F 7
(@) o
E \s“;‘..‘:‘:'_~‘_~-~'
$0.061 e
Z

0.04} 7

Embedding
0.02
Dissimilarity Spac
o |

0 500 1000 1500
Size of the representation set R

Zero error difficult to reach
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Zero-Error Classification by a Small Representation Set

42

Dissimilarity Representations
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Example 3: Plastic Recognition by Hyperspectral Imaging

goectrum 1)
m o
|
1
n ¥
o
R
S

& 10 N oo
b .
i E
a o 20 30
O * spectrum 3)

29/8/03 Dissimilarity Representations 43



Classification of Spectra in Dissimilarity Space

feature—based representation of spectra

individual spectrum

f(band)

preprocessin

mmm

bands

feature space
band 3

a classifier

build

band 2 band 1

dissimilarity representation of spectra

pairs of spectra
f(band)

f(band) dissimilarity
measure

dissimilarity matrix D

dissimilarity
space

D(.,L)

build
a classifie
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Results Dissimilarity Measure 1: Spectral Angle Mapper

T

0.2

T

0.15

error rate

0.1

T

0.05L 40 proto
increasing training set size
-+ - nearest neighbor
—v— Fisher linear discr.
O 1 1 1 J
0 0.5 1 15 2

number of operations x 10°

Better and faster than Nearest Neighbour
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Results Dissimilarity Measure 2: Derivative Based Distances

T

0.2

0.15

T

error rate

T

0.1

40 proto

T

0.05
Increasing training set size

-+ - nearest neighbor
—v— Fisher linear discr.
I I

| | | J

0 1 2 3 4 5 6
number of operations x 10

Better and faster than Nearest Neighbour

29/8/03 Dissimilarity Representations 46



0.12r4

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, A
01 ww - - - - -"-—"—-—"—-"—-"—-"—-—"—-—"—-—"—-—"—-—"—-——-—- - = —a
\ —o— Euclidean distance
—— Spectral angle mapper
—s— Mmatching distan
0.08 0=1.0 : 150 proto a.C . 9 distance
o ! Eucl 400 proto | —2— derivative 0=1.0
= SAM 300 proto | —— derivative 0=2.0
§006 N [F 2 _ o
E :\:E(::::::::::x 77777777777777 v
0.04] M
0=2.0: 100 proto
0.02r
O 1 1 1 1 1 1 1 1

0 1 2 3 4 5 6 7 8
estimated number of operations per sample % 10°

Better and faster than Nearest Neighbour
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Conclusions

Dissimilarity based representation is an alternative for features.
Classifier can be built in
- In dissimilarity spaces by selecting a representation set
- In (pseudo-)Euclidean spaces by embedding
Possible advantages:
- other type of expert knowledge (dissimilarities instead of features)
- larger training sets may compensate bad dissimilarity measures
- good performance, usually better than Nearest Neighbour !!
- zero-error IS In principle possible, in practice very hard to achieve

- control of computational complexity
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Finally

The study of representation

IS a key area for pattern recognition
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